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• Von Anfang 2006 bis 2022 bei EMC/Dell
• Seit Juli 2022 SA bei Red Hat Austria GmbH

Hobbies:
• Sport
• Urlaub
• Zeit verbringen mit meiner Familie

Wo/Wie kann ich euch helfen:
• Technische Unterstützung bei Projekten
• Solution-design mit Red Hat Produkten

mailto:basti@redhat.com
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Linux

Container Runtime & Packaging

Networking SecurityStorage Registry Logs & 
Metrics

Container Orchestration & Cluster Management

Application Lifecycle Management (CI / CD)

Build Automation Deployment Automation

Service Catalog (Language Runtimes, Middleware, Databases, …)

Self-service

Container ContainerContainer Container Container

PublicPrivateVirtualPhysical

Bring your own middleware, data & 
other services. Build out a service 
catalog / interface to enable 
self-service deployment.

Take existing application build/CI 
& deployment tools and evolve to 
add container image build & mgt., 
continuous deployment, etc.

Pull Kubernetes or other 
orchestration (Mesos, Swarm) from 
rapidly moving upstream & 
support / maintain yourself. Do all 
the work required to integrate it 
into your enterprise IT 
environment (networking, storage, 
registry, security, logging, metrics, 
etc.)

Pull Docker container runtime 
from rapidly moving upstream and 
support, secure and maintain it 
yourself. 

Support and manage your own 
Linux community distro or build on 
existing RHEL or 3rd party 
commercial Linux offerings.

DIY CONTAINER STACK CHALLENGES
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Aufbau einer Enterprise Kubernetes-Platform
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Enterprise Kubernetes 
Platform

OS

Kubernetes

Support and Operations

Registry Logging CI/CDMetrics

Monitoring Service 
Mesh

Dev 
Tools

Kubernetes Cluster Services
Basic Networking :: Ingress/Egress

Infrastructure

Required on-top 
Services

Kubernetes 
Plattform

Physical/Virtual/Cloud
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Enterprise Kubernetes 
Platform

OS

Kubernetes

Support and Operations

Registry Logging CI/CDMetrics

Monitoring Service 
Mesh

Dev 
Tools

Kubernetes Cluster Services
Basic Networking :: Ingress/Egress

Infrastructure

Required on-top 
Services

Kubernetes 
Plattform

Physical/Virtual/Cloud

schneller Aufbau der Plattform

Lead Time to Change (App 
Änderungsrate)

Skalierbarkeit

Einfachheit

Agilität

Scale-Out, Scale-Down

Deployment Frequency (ohne 
Impact auf Performance)

Stabilität

Automatisches LifeCycle 
Management 

Self-Healing 
(Liveness/Readiness)



OpenShift Cloud Platform - Enterprise Container Platform

6

Infrastruktur-Agnostisch

Workload - Placement 

Skalierbarkeit

Einfachheit

User Management

Zukunftssicherheit 

Anpassungsfähigkeit

Choice 

Give-Back to Community

Deine Stimme in der Community

Agilität

Dev Tools

Red Hat Core OS

Kubernetes

 OpenShift Cluster Services
Networking :: Router :: OLM 

Registry

Service 
Mesh

Logging

Monitoring

CI/CDMetrics

Support and Operate

Physical/Virtual/Cloud

Portabilität

Flexibilität

Openness



RED HAT HAS BEEN A KUBERNETES LEADER 
SINCE DAY 1

1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 …… 

K8S 1.0

K8S 1.0

2015 2016 2017 2018

K8S 1.8

K8S 1.6

K8S 1.9
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Aktuell: 16% 
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CONFIDENTIAL Red Hat Internal

With a broad partner ecosystem
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Storage Networking Security Databases Runtimes DevOps Big Data AI/ML...
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Storage Networking Security Databases Runtimes DevOps Big Data AI/ML...



Wie ist eine Openshift 
Container  Plattform 
aufgebaut?
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OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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STORAGENETWORKCOMPUTE

your choice of infrastructure



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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WORKER

STORAGENETWORKCOMPUTE

WORKER

workers run workloads



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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MASTER

STORAGENETWORKCOMPUTE

masters are the control plane



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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everything runs in pods

CONTAINERIMAGE

POD

CONTAINER

10.140.4.44



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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MASTER

STORAGE

etcd

NETWORKCOMPUTE

state of everything



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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MASTER

STORAGE

Kubernetes
services

etcd

NETWORKCOMPUTE

core kubernetes components

Kubernetes
API server

Scheduler

Cluster 
Management



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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MASTER

OpenShift
services

STORAGE

Kubernetes
services

etcd

NETWORKCOMPUTE

core OpenShift components

OpenShift
API server

Operator Lifecycle 
Management

Web Console



OPENSHIFT CONTAINER PLATFORM | Architectural Overview

20

MASTER

OpenShift Services

STORAGE

Kubernetes
services

Infrastructure
services

etcd

NETWORKCOMPUTE

internal and support infrastructure services

Monitoring | Logging | Tuned | SDN | DNS | Kubelet



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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WORKERMASTER

OpenShift Services

STORAGE

Kubernetes
services

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Infrastructure
services

etcd

NETWORKCOMPUTE

WORKER

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

run on all hosts



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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WORKERMASTER

OpenShift Services

STORAGE

Kubernetes
services

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Infrastructure
services

etcd

NETWORKCOMPUTE

Registry

WORKER

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Registry

integrated image registry



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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WORKERMASTER

OpenShift Services

STORAGE

Kubernetes
services

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Infrastructure
services

etcd

NETWORKCOMPUTE

Registry

Prometheus | Alertmanager

WORKER

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Registry

Prometheus | Alertmanager

cluster monitoring



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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WORKERMASTER

OpenShift Services

STORAGE

Kubernetes
services

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Infrastructure
services

etcd

NETWORKCOMPUTE

Registry

Prometheus | Alertmanager

Fluentd  | Kibana | Elastics.
Fluentd  | Loki

WORKER

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Registry

Prometheus | Alertmanager

Fluentd  | Kibana | Elastics.
Fluentd  | Loki

log aggregation



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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WORKERMASTER

OpenShift Services

STORAGE

Kubernetes
services

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Infrastructure
services

etcd

NETWORKCOMPUTE

Registry

Prometheus | Alertmanager

Fluentd  | Kibana | Elastics.
Fluentd  | Loki

Router

WORKER

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Registry

Prometheus | Alertmanager

Fluentd  | Kibana | Elastics.
Fluentd  | Loki

Router

integrated routing



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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EXISTING 
AUTOMATION 

TOOLSETS

SCM
(GIT)

CI/CD

WORKERMASTER

OpenShift Services

STORAGE

Kubernetes
services

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Infrastructure
services

etcd

NETWORKCOMPUTE

Registry

Prometheus | Alertmanager

Fluentd  | Kibana | Elastics.
Fluentd  | Loki

Router
Developers

Admins

WORKER

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Registry

Prometheus | Alertmanager

Fluentd  | Kibana | Elastics.
Fluentd  | Loki

Router

dev and ops via web, cli, API, and IDE
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• Service mesh | Serverless
• Builds | CI/CD pipelines
• GitOps | Distributed Tracing
• Log management  
• Cost management

• Languages and runtimes
• API management
• Integration
• Messaging
• Process automation

• Databases | Cache
• Data ingest and preparation
• Data analytics
• AI/ML

• Developer CLI | IDE
• Plugins and extensions
• CodeReady workspaces
• CodeReady containers

Developer services

Developer productivity

Kubernetes cluster services
Install | Over-the-air updates | Networking | Ingress | Storage | Monitoring | Log forwarding | Registry | Authorization | Containers  | VMs  | Operators  | Helm

Linux (container host operating system)

Kubernetes (orchestration)

Physical Virtual Private cloud Public cloud Edge

Cluster security Global registryMulticluster management

Data services*

Data-driven insights

Application services*

Build cloud-native apps

Platform services

Manage workloads

*    Red Hat OpenShift® includes supported runtimes for popular languages/frameworks/databases. Additional capabilities listed are from the Red Hat Application Services and Red Hat Data Services  portfolios.
** Disaster recovery, volume and multicloud encryption, key management service, and support for multiple clusters and off-cluster workloads requires OpenShift Data Foundation Advanced

Observability | Discovery | Policy | Compliance |
Configuration  | Workloads

Image management | Security scanning  | 
Geo-replication Mirroring | Image builds

Declarative security | Container vulnerability 
management | Network segmentation | 
Threat detection and response

 RWO, RWX, Object | Efficiency | 
 Performance | Security | Backup  | 
 DR Multicloud gateway

Cluster data management

27

Red Hat Open Hybrid Cloud Platform
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You have the choice - which car is for you?

xKS xKS plus ‘native’ 
services

RH OpenShift App 
Platform

RH OpenShift 
Services



29

Cluster management and application 
deployment

Kubernetes node 
control

CONFIDENTIAL designator

Legend:
C: Control nodes 
W: Worker nodes

Central data center
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Central data center

Cluster management and application 
deployment

Kubernetes node 
control

Regional data centerEdge

CONFIDENTIAL designator

C W

Site 1

3 Node Clusters
Small footprint with 

high availability

Legend:
C: Control nodes 
W: Worker nodes
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Central data center

Cluster management and application 
deployment

Kubernetes node 
control

Regional data centerEdge

CONFIDENTIAL designator

Single node 
edge servers
Low bandwidth or 

disconnected sites.

C W

Site 3

W

Site 2

C

C W

Site 1

Remote worker 
nodes

Environments that are 
space constrained

3 Node Clusters
Small footprint with 

high availability

Legend:
C: Control nodes 
W: Worker nodes
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Red Hat is the world’s leading provider of enterprise 

open source software solutions. Award-winning 

support, training, and consulting services make 

Red Hat a trusted adviser to the Fortune 500. 

Thank you


