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t) to expect

« Thisis not a ,best practices”
» try to describe the environment we're working in,
 its challenges,
* how we try to mitigate / solve them

« If any questions come up please just raise them

« If small enough I'll try to answer inline,
worst case we need to postpone to Q&A / discussion at the end

« I'mveryinterested in any recommendations, remarks or ideas
«  We definitely left room for improvement
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Klaus Linzner

« Software Architect @ TGW

« Strong Background in .NET - working on base .NET libs
for years, some C# talks at conferences

« Couple years ago heading more into build & delivery
mechanisms
- Lead migration to git and azure devops
Delivery mechanisms and builds were extended to
software delivery to site
« Lead oninternal project ADP ,,Advanced Delivery

Platform” - the project that eventually introduced
OpenShift

TGW LOGISTICS
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re doing

a single device can be...

a storage rack
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re doing

a single device can be...

a shuttle block
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re doing

a single device can be...

a (part of a) conveyor
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re doing

a single device can be...

an AMR / AGV
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re doing

a single device can be...

a palletizer
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re doing

a single device can be...

a pick station

TGW LOGISTICS 26.09.2025 TGW @ OpenShift



re doing

Depending on customer needs we
deliver everything from ground up.

Each site is scaled / designed to
customer requirements (number of
transports, storage locations)
which determines compute
resources.

But of course: Standardization is a
big factor

TGW LOGISTICS 26.09.2025 TGW @ OpenShift




re doing

The workload we're running is
usually rather static.

Peak times usually black friday to
christmas.

(can go so far: last chance of
deployment for the year is middle
of october - next time middle of

january)
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re doing

In general, our software should
needs to be able to run entirely air

gapped.

Some customers require it (at least
in theory).

Maybe more valid: They want to be
able to run it without external
dependencies.
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re doing

Many (not all) of those components
are time-critical!

With those time constraints, our
software usually needs to runin
the customers datacenter(s).

This means within the customers
infrastructure.
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re doing

Two approaches to running in
customers infrastructure:

Black box (preferred): We ship
servers, racks,... As much as
possible. And run everything.

Best case: We need a power source
and a network cable*

10 years ago this was the default.

*of course it's not that simple as we're
talking about several different VLANs
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re doing

Grey box: The customer runs

hardware, and we run on top of the
hypervisor.

As remark: we never ever run

directly on the hardware - always a
hypervisor in between

(hardware patching,...)
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re doing

Various shades of grey however:

We ship virtual machine images
and customer scans/imports and
runs in their environment

Customer provides virtual
machines, we install into,

TGW LOGISTICS 26.09.2025 TGW @ OpenShift






022

Obviously - all of those devices and
their controlling software needs to
work together smoothly.

What was NOT obvious for a long
time - that all of the software
should follow same patterns for
deployment - making it easier to
use and to update
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022

The basic software products are developed by different
teams.

In different programming languages.
With different frameworks.

Different patterns.

Order of magnitude: 10 teams - 100 developers.
Mostly Austria & Germany

TGW LOGISTICS 26.09.2025 TGW @ OpenShift 23




022

Product teams ship software components to realization teams.

Some software needs only configuration.
Some software needs customization (customer specific code).

Realization teams integrate the different software parts.
Build it with different tools.

Deploy it with different mechanisms.

Order of magnitude: lots of changing Teams, 200 developers
Worldwide

TGW LOGISTICS 26.09.2025 TGW @ OpenShift
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022

Every time one of those 300 developers needed a new (in-
house) test environment it meant the following:

* Provision 3-5 virtual machines (windows / linux)
 Install required components

 Install required cross-functional services (messaging /
authentication)

« Configure all of those

« In some cases: It took a week per test environment
(OR: beg your teammates for their environment)

TGW LOGISTICS 26.09.2025 TGW @ OpenShift
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022

Every time a developer needed to update...

* Run builds

« RDP/SSH to machine(s)

« Stop service(s)

* Run Installation (different tools)
« Apply (static) configuration

» Start services

TGW LOGISTICS 26.09.2025 TGW @ OpenShift
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022

Roughly the same time: We already started consolidating to git / azure
devops.

Some components already were there
Some had it on their roadmaps.

What was unclear:

« How do we want to ship software to sites?

« How can we update / patch software / operating system?
« Which features do we need from the system?

TGW LOGISTICS 26.09.2025 TGW @ OpenShift 27




023/2024

Long story short - a year of evaluation and testing.
(In parallel: containerizing applications)

Despite initial reservations kubernetes / OpenShift came up top

« Patching / updating including operating system

« Training material

« Internal DNS / service communication without huge service mesh
« Certificate offloading

« OpenSource

TGW LOGISTICS 26.09.2025 TGW @ OpenShift
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& RedHat Multicluster Cluster security Global registry Cluster data
023 I 2 oz 4 OpenShift management management
T —
Manage Build Developer Data-driven
workloads cloud-native apps productivity insights
(Platform services) (Application services) (Developer services) (Data services)
Service Mesh APl management Developer Databases
Web Console
. Serverless Languages and : Cache
Two notable execeptions / remarks for _ runtime Kubernetes-native _
. t Builds : IDE Data ingest
: ntegration and preparation
mi g ration &8 RocHat CI/CD pipelines Kubernetes
. . OpenShift Process on laptop Data analytics
« Oracle db remains as-is Contaner Pltform Gitops Automation
Plugins Al/ML
p . . . e, ;
«  We're using OpenShift Kubernetes Engine i i

Log management
Cost management

. P Sandb d
OKE has some downsides as we can't use Cantaiers

features provided by OpenShift and that we
have to implement ourselves

Kubernetes cluster services

(we're delivering our own argocd, log
aggregation, messaging,...)

Install Over-the-air updates Networking Ingress Storage Monitoring Log forwarding
Registry Authorization Containers VMs Operators Helm

Red Hat

OpenShift

Kubernetes Engine

. L. . . Kubernetes
But: direct pricing considerations.
Linux
< m’:'m Linux < l;:nm{er.:ttu Linux Windows
CoreOS
Physical Virtual Private cloud Public cloud Edge
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Up front: As of September 2025 we installed
the new system with 7 customers.

North America committed and started late
2024 with two.

Northern Europe committed soon as well.

Central Europe was on standby and followed
once Nothern America ,was OK"

After initial concerns regarding our new
Platform, teams wanted to migrate
additional 15 - but we don't have capacity
for it yet

TGW LOGISTICS 26.09.2025 TGW @ OpenShift

Our Global Locations
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+30 0 467102

Austria
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Of those 7 customers
« All of them provided their own hardware
* 5running VMWare

* 2 running nutanix

« 1 customer with vmware installation
already requested reinstall on nutanix as
they are migrating within a year

« 2 already running openshift, proposed to
run in their cluster
(we declined, not there yet)

TGW LOGISTICS

Viewing all 17 Tasks

Update VM

Update VM

Update VM

Update VM

Update VM

Update VM

Update VM

Update VM

Update VM

Create VM

Create VM

UnNING

Jnning
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Clarify with customer

v Clarify with customer

We've created lots of documentation, cheat
sheets,... for realization departments to clear
with customer.

Some of the clarifications shewld-need to be
made BEFORE contracts are signed.

Some of the clarifications are made close to
installation (sometimes a few weeks before
installation)

TGW LOGISTICS
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OpenShift Installation

@ Before you begin

There's (rather) clear documentation in e ity A
internal confluence. ' ion M i

weeform it's highly recommended to chack

& Before you begin - what should be ready?
dore | } i

Each of those customers we gave the s Nty At
detailed requirements up front:

» Required network connectivity . o R oo S ot

» Required hypervisor permissions

v OpenShift Installation

Each of those customers acknowledged and
said it was done.

Creating ignition YAML file with OpenShift cluster configs

Jownioad openshift-install script rom the offios v from owr repo and run t

TGW LOGISTICS



For the actual OpenShift Installation
we're recommending openshift-install

This works brilliant in-house.

TGW LOGISTICS



This only worked for 1 customer.

Reasons:

« Network connectivity

« Hypervisor permissions

« Hypervisor connectivity

» Hypervisor internal screwups

TGW LOGISTICS
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Fallback to UPI / assisted installer in other
cases

Assisted Installer elimates hypervisor
dependencies during installation.

Much more stable / fault tolerant in terms of
connectivity (timeouts,... ) and more tolerant
to resume when errors occur.

TGW LOGISTICS
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v Installation progress

Started on
4/4/2025, 4:12:38 PM

But - even there we had network surprises

Failed on 4/4/2025, 4:23.50 PM

(that assisted installer allowed us to work
around - MTU default configuration in

Reset Cluster Daownload kubeconfig 2 View cluster events Download Installation Logs

combination with quay and podman causes

© Download and save your kubeconfig file in a safe place. This file will be automatically deleted from A

installation timeouts)

Hostname 1 Role

’ > - - Control plane node

4 . ' Control plane node

4 : = : Control plane node (bootstrap)
: . *% Warker

? . . Worket

L Worker

? Warker

TGW LOGISTICS

isted Installer's service in 20 days.

Discovered on
4/3/2025,719:34 PM
4/3/2025, 7:20:08 PM
47372025, 7:20:49 PM
47372025, 7:21:28 PM
4/3/2025, 7.42.31PM
4/3/2025, 7:36:05 PM

4/3/2025, 72248 PM



[root@ :~/ADP_ClusterConfig/_install_argocd]# bash install-argocd.sh
Client Version: 4.17.0-202410241236.p0.gdde885f.assembly.stream,el9-dde885f
Kustomize Version: v5.0.4-0.20230601165947-6ceObf390ce3

Server Version: 4.17.4

Kubernetes Version: v1.30.5

oc tool 1s installed. Proceeding...

argocd: v2.14.2+ad27246
BuildDate: 2025-02-06T00:06:23Z

Wh||e the prOdUCt recommendation iS gi:ﬁ:f;\tzgz;tzgzf:g?lb%edeBO?debdek3c26491f5be67

OpenShift-inSta”’ GoVersion: gol.23.3

Compiler: gc
. . Platf : Un 64
the prOJeCt teams are now headlng to Argogé gl'j[‘ xslx::{c:’{‘?ed. Proceeding...

assisted installer exclusively.

htpasswd is installed. Proceeding...
git version 2.43.5
git is installed. Proceeding...

Easier to install, less code required.

No existing gitops or argocd project found. Proceeding...
No existing gitops or argocd subscriptions found. Proceeding...

You are already logged into OpenShift. Proceeding...

In a” cases: Adding password for user okd_admin
Adding password for user okd_user

post Openshlft InSta”atlon therels one Scrlpt Warning: resource secrets/htpass-secret is missing the kubectl.kubernetes.io/last-applied-configuration annotatio

which is required by oc apply. oc apply should only be used on resources created declaratively by either oc cre

to insta” argocd and Setup / Configure ate --save-config or oc apply. The missing annotation will be patched automatically.

secret/htpass-secret configured

deCIarat|Ve g|t0ps Password for okd_admin 3 |

Password for okd_user - & S
Alternatively you can find encoded values in the htpass-secret in the openshift-config namespace

namespace/argocd created

Creating subscription...
subscription.operators.coreos.com/argocd-operator created

TGW LOGISTICS



In argocd app-of-apps we have

Cluster config

Authentication

Cert-manager installation / config
Cluster wide daemonsets (logging)
Prod / pre-prod applications

TGW LOGISTICS

» % Favorites Only

APPLICATIONS TILES

0 srgocd-clustar-config

0 cluster-suthertication

0 werx -wwehoune-preprod

0 ch ert-mansger
v =}

0 kubernstes sacret - generatny

" 0% ]

Q wary - warehouse-prod






+Thank you" to TGW-NE

& customer ICA



. <
ift
|
. -
Each warehouse / each customer project has
its own azure devops project. B
In each project there are multiple repos.
¢
One for each component that is required, s
One ,ADP-ClusterConfig” repo containing, [
One ,gitops” repo containing kubernetes :
definitions for all applications -
o
8
o)

TGW LOGISTICS 26.09.2025 TGW @ OpenShift

TGWNE

ICA Repos Files gitops VvV
< Q Filter repositories
gitops
ADP-ClusterConfig
@ builds
AllPacka
charts
v gitops W
.helmignore MEC &
argocd.yaml Palletizer
s 2t Platform
argocdpipeline.yaml
WM

P D O P P P O R

Chart.yaml

OmniTrackerjson + New repository

T Import repository
OmniTrackerimport.json

# Manage repositories

values.yaml| LJ .helmignore

Ja argocd.yaml
=2 argocdpipeline.yaml

Ja2 Chartyaml



se openshift

Projects usually start in Azure DevOps:

We have s self service pipeline devs can go to.

It creates a new devops project...
clones all desired component / product releases...
adds azure devops pipelines...

sets up links / permissions for container registries...

sets up permissions for repos / build user...
applies basic configuration (org specific feeds,...)

After ~10minutes project is set up in clean and
standardized way.

TGW LOGISTICS 26.09.2025 TGW @ Openshift

Run pipefine

Select parameters below and manually run the pipefine

Branch/tag

x"‘ main

the branch, commit, o L

Parameters
Orgamzation
TGWNI
Project
CpenShiltUserGroup

Default Branch in Progect
master
ADP - ClusterConfig Release Branch
Redease/ADP-ClusterConfig/v0 3
Allifacka Rolease Branch
Redease/AllPacka/NvD. 14
AVA Release Branch
<Skip Component >
DataDashboard Release Branch
mponent
ESVT Redease Branch
<Skip Component »
MFC Release Branch
Redease/MFC/VE3
Palictizer Redease Branch
<Skip Component >
« <Skip Component »

Release/Palletizer/v10

w»

Release/Palietizer/v1.0

Release/Palletizer/V0.1

Li=\"\"

LOGISTICS I



g Azure DevOps TOWNI

) ICA S 7 qi[opg i ¥ release v - ype to find a3 file or foldes

- Overview » @ builds Files

ft

chars Contents History
Boards

,.
PR

@
D hedmignore

Repos Name ¥ Lt change Com

argocd.yam|

b ™

iz

: I Mar 2 Gdb
4 argocdpipeline.yaml @& builds ar 26 6¢

(¥

gitops repo essentially is one large HELM

o 8

umbrella chart, containing (almost*) all o & Crartyam ™ e o .
information required to run a site. S B D OmaiTrackerjson O heimignore
¥  Branches 3 OmniTrackertmportison . - .
2 R agood.yami Mar 26 odE
O Tags = valuesyaml
. . 0 ar ocdpipeine.yam Aar 26 £det
*exceptions: production secrets that should - : ' . ’
not go into source control (oracle connection [EFseErE. b S
Strings, Cert'ma nager SecretS) o Pipelines ) Omnilrackerjson Apr 10 892
O OmniTrackerimport json Apr 10 15
& Test Plans
B valuesyami Mar 26 6df

Artrfacts
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ift

Ground rules we have that show up in gitops
repo

New deliveries to customer environments
can be staged.

Publishing from stage to production must
not rebuild

None of our cluster is reachable from
internet

We don't ,,push” into the customers
environment.

Customer is in control - environment is
pulling.*

* this helps a lot in customer discussions

TGW LOGISTICS 26.09.2025 TGW @ OpenShift
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o - B N

]

COverview

Commns

Pushes

Tranches

lags

Pull requests

Advanced Securnty

Pipeines

Test Pl

ns

s B
> -

F W

¥ release
MFEC.ChentConfig ICA

MEC.CONFIG values.yami|

MECDGW ICA Contents  History Campar

MECMEC ICA

MFEC. MongoDb_ICA

MEFC.OAUTH

MFC.sas-config-mi

Palietizer.config

Palietizer Palletizes_Instance1

Palletizer Palletizer_Instance10

MECM




Azure DevOps TGWNE ICA Pipelines

Q

) I ICA o <

ift

Pipelines

= Overview
Recent All Runs

Gitops repo is not manipulated directly / @ Soards
manually. This happens exlusively through - Filtered pipelines
plpellnes* Pipeline Last run
R > Pipelines
Each component has a ,Delivery” pipeline E— R Bty Sl iFecke Zzo:jn:"M:irge;e::
ipelines y tngg
* At least for regular workflows and =l W Dellvery= B fzf;ua.ﬁf;f:ff'
production use cases. Can be different N Library
during development of kubernetes _ ®  Delivery - Palletizer Ao 10B 8 s MEIED PR 5
resources @ Test Plans & Manually triggered for
B Artifacts ¥ Delivery - Platform TR0 Merged BR

& Manually triggered for

#21041 « added new ¢

v Delivery - WM
& Manually triggered for

TGW LOGISTICS 26.09.2025 TGW @ OpenShift



Azure DevOps
ICA - gitops i P release & ype to find a file or foldes

B Overview > @ builds Files

charns Contents  History
Boards

(O

@
D hedmignore

Repos Geaph Commit

argocd.yam|

e
iz

&) Files 0 Soocbiainasant o Delivery - Palletizer to 1.0.0.20513
§52e0563 IS |CA Bunld Sernoe (TGWNE]  Ape 10 at 2:03 PM
? Commits O Chartyaml
$ Defivery - Platform to 1.2.1.20448
& Pushes (D Omnitrackerson WMIT S ICA Build Secvice (TOUNE Apr 10 at 825 AM
D e I ve I’y Pi pe I Ines... ¥ Branches O OmniTrackertmportjson ¢ Dedlvery - AllPacka to 0.9.1.20424
. Ofdive) IS5 |CA Build Servce (TOWNE) Aprast b
« Compile source code, O ooy & valuesyam
" ® Dellvery - Palietizer to 1.0.0.19958
. . . Pull requests Gehsa0s IS (1CA Build Servics (TOWNE) Mar 26 ot 1056 AN
Embedd static configuration
U Advasnced Security )| Deiivery - Platform to 1.2.1.19954

CBateh 15 |CA Bulld Service (TOWNE) Mar 26 at 10655 AWM

Other policies (code analysis, m—
paCkagE/Iicense SCd nS,...) ¢ Dellvery - AliPacka to 0.9.1.19959

3 Test Plars $cOLVIZt IS ICA Build Servce (TGWNE] Mar 26 al 1054 AN
create SBOM files,
create container images,

push their kubernetes definitions into the
gitops repo ¢ e S et o e o

Delivery - WM to 18.53,0.19928-SNAPSHOT

631285466 IS |CA Bulld Servce (TGWNE] Mar 26 3t 1215 AM

o Antifacts

Delivery - MFC to 8.3.1.19921

iafssec 15 ICA Build Servico (TGWNE] Mar 26 at 1006 AM

e Delivery - Platform to 0.4.2.19912

mFGfcor 15 ICA Build Service (TGWNE] Mar 26 at 255 AM
$ Delivery - AliPacka to 0.8.1,128672

Gdf52530 IS ICA Builld Semnoe (TGWNE) Mar 26 I 255 AM
s Delivery - Palletizer to 1.0.0.18877

1223350 IS ICA Build Service (TGWNE] Feb 4 3t 415 PM
4 Delivery - Platform to 0.4.2.18876

S7UNTTI 1S |CA Build Service (TGWNE] Feb 4 at 4112 PM

TGW LOGISTICS 26.09.2025 TGW @ OpenShift



) Azurc DevOps TGWNE ICA Repos File @ gitops

ICA } v @8 templates ¥ release Vv B [/ chans Palletizer Palietizer_Instance! [/ values.yam
se - o M 010-palletzer-imagestream.yam| Values_yaml
VETVITW
Q oo palletizer-persistentvolumeciaam -
[ ] — L irel-p o " Contents  Mistory Compare Blame

* % Boards
D 030-palletizer-deployment.yami

? Repos D 040-palletizer-service.yam|

a Flles D 050-palletizar-route.yamil

9 Commits Q CharLyaml

™

We use kubernetes horizontal scaling - but P e oo
not exclusively. - > W Paletzer paetze Jostance?0 i

Branches
Most of our scaling requirements are bound B8 0 Sl aton K
to the underlying devices. Rl request Sy b P 2

? @ PalleteerPalletizer_Instance13
O Advanced Security =

2 8 PalletzerPalietizer_Instance14
Ppelines

If we have f.e. 14 palletizer devices running - > @ Palietizer Pobetizer instance?

» TestPlans

in @ customer environment, we have 14 e
instances running (each one connecting to a [l i
specific device and controlling it tightly)

> 8 PalletzerPalletizer Irstances
> @ Palletzer Pallatizer_Instanced
7 @ Palletzer Palletizer Instance?
2 @ Palletizer.Palletizer Instanced
> @ PalletizerPalletizer Instanced
> @8 Palletizerredis Instance

> @ Paolletizerredis Instance10

? @8 PFalletizerredis_Instance11

? @ Palletzerredis Instance12

> 8 Palletizerredis Instance13

? @8 Palletzersedis Instance14

7 8 Palletizer redis_instance2

TGW LOGISTICS 26.09.2025 TGW @ OpenShift @  Project settings « > @ Palletizerredis Instance3



b -

- B

Internally this is done by the Delivery
Pipelines

e

The source components repo has only one
single palletizer kubernetes definition. The
delivery pipeline checks the config how
many instances are configured and expands
accordingly.

This required additional effort on our side
during pipeline creation, however we can
control each device individually (and even
update them individually)

TGW LOGISTICS 26.09.2025 TGW @ OpenShift

g Azure DevOps TGWNE

Repos

Files

Commits

Pushes

Branches

s Tags

Pull requests

Advanced Security

2 Pipelines

Test Plans

Artifacts

§  Project settings

Palletizer

> B

> @ config
>

v B Palletizer N

> @ redis N

B

0

Arure
7 @ bulds
ConfigFiles

> B Customer

v @ gltops.source

&8 openshift

@ oauth-gateway

Q

™
-

uild, Core, Transformation.commit

0 Buid

b
=

b

Directory.Builld. props

nuget.exe

Palletizer.sin

"alletizer

Paliotizer.Transformat

Pabetizer. Transformation.traceback

Contents History Compare Blame

Core Transformation traceback
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A single branch in the gitops repo can runin
multiple namespaces in multiple clusters.
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TGWNE ICA Repos Files ¥ gitops v

gitops : ¥ release v By / chans MFCMFC ICA / templates / 03D-deploymentyaml

+ > @ builds 030-deployment.yaml|

s/ @
a v 3 dans Contents History Compare Blame

ift

8 AlPackaallpacka-calc
> B AllPackaallpacka-dats
=l

AllPacka allpacka-gul

A single branch in the gitops repo can run in ‘: QSR e
multiple namespaces in multiple clusters. A - Mo

b1 7 @ MFCDGW_ICA

3 v B MFCMFCICA

For this we're using lots of HELM variables in
our kubernetes definitions that we're
providing via argocd: cluster-url, prod/pre- D 0Mireckingdt-imagesen-ksep
prod/dev switch, ... : L

0 020-pvc yaml

v i templates

2 010-mfc-imagestream.yam|

[+ .  030-deployment.yam|
& 030-temp-trackingdb-deployment.ya
0 040 SOTVICR.yarm

2 Chartyam

-: values.yaml

7> @ MFCMongaDb ICA 8| 3 }
MFC.0Auth

=
> @ MFCsas-config-mfc

8 Palletizerconhig
{ 1}
) @8 PalletizerPalleteer_instancel

8 Palletizer Paolletizer_instance10

Palletizer Palleter instancell
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In production environments those variables M
are passed through the argocd app-of-apps B
coming from the ADP-ClusterConfig repo. »

(And the argocd app-of-apps gets some of
the values from the installation script)
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ICA Repos Files @ ADP-ClusterConfig

ADP-ClusterConfig : ¥ Release/Prod £ [ amgoc
> @8 _bootstrap werx-warehouse-prod.yaml|
’ @ _install argocd Contents History Compare Blame

v @ argocd-cluster-config

v B templates

v . apps
D duster-authentication.yam!
R duster -Cert-manager.yam
N duster config yami
R comphance-oparator.yam
2 etcd-backup.yami
R kubernetes-secret-generator.yam|
.’: wen-infrastructure.yami

>

™

M

N

Y

Y

werx-warehouse-pre-prod.yaml

werk-warehouse-prod.yami

namespace

> @ project

& argocdyam
Chart.yam|

README. md

jes.yaml|

cluster-authentication T 11

duster-cert-managar

custer-config

compliance-operator

eted backup

helper

kubernetes-secrel-generator

post-install-check
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Azure DevOps TGWNE CA Pipelines Create Sync Configuration 0380

ICA + Summary Sonatype KJ Summary Report  Sonatype IQ Buidd Report  Extensions  Code Coverage

Overview

ArgoCD

Boards
Create config for namespoce oz -test and duster apps .os-dev-82. tgw-group. dev
i Need to set up a new environment?
P'pﬂm” « Golo | f and dick create project - (you
* Go o ArgoCD at ' f and copy below config
*  Enjoy your envionment beng oeated at
Our internal test environments look very e :
SO Your configuration:
similar, but... SR
Copy befow contyg
Library
Test Plans # Ihis file is not synced with ArgolD and must be changed with care,
# because it 15 used as a tesplate for the argocdpipeline.yaml.
M You should generate configurations via the pipeline snd copy the pipeline output to A <]
The app-of-apps and the cluster configs o LT el poete confiration s h Soplin e o th pelin oyt 1o g

kind: Applicetion

have HELM switches in it as well. If we have e d A

spec:

the inhouse flag, argocd allows self-service - sestinotion

NOSCSpaCe: OX-test

developers can provision their environments e s

path;: .
h If * repolRL: “https://TGWNESdey . azure . com/TGRE/ICA! git/gitops’
t emse es . targetRevision: “waster’
hels:
porameters

¥ The container registry containing TOM images (prodects and project-spocific images)
nane; ‘global.containerregistry’

valun: 'tgecustomer.srurecr,io’

The contalner registry contalaing third-party isages (e.g., RobbitM] or Postgres)

nene: ‘global.beseregistry’

To set this up each project has a pipeline. Fill
in the target namespace you want to set up S T e s e e

value: 'tgecustomer.azurecr.io’

The onviromsent type (dev/qu/pee-prod/prod) determines configurstions
that sust be applied to all instances of an emviroesent type

nene: ‘global.environmsent

value: "dev’

and you'll get the argocd configuration.

# The enviromment qualifier determines configurations

# that sust be applied to a specific Instance of an eavironment type (e.g., dev or ga).
nane: ‘globsl ,environmentqualifier’
valus: "

* 1 M 2 The priority class determines the priority of worklosds sed hence ensbles preesption
At the moment manually - as we're dealing % The value "prisecity-prod sets the peiority to 1.608.000,
2 any other value (incl. “priority-test’) zet the priority to zero
# https://docs.openshift.con/contalner-platforn/4.15/nodes /pods /nodes -pods -priority. html

with lots of different organizations.

name: ‘global.pelorityclass’
value: ‘priority-test’
8 The cluster URL, which can be used to bulld URLs (e.g., apps.os-dev -0l tgw group.dev, apps.os-dev-80. tgw group
mame: ‘global, clusterwrl’
value: ‘apps.os-dev-82. tgw-group. dev
Me want to have dev and go eowironments with as little config as possible,
But the Kubernetes namespace conflicts with Oracle naming patterns.
This verisble provides » compatible representation of the nmmespace for Orocle
name: "glohsl,ocur lenanespace "
value: "OZ_TEST'
Referuncing image stresms from deployments vie the locel registry link cen woid confusion
This way, we clearly reference internal lsages and avold conflicts with public Images,
wiich could have the same nase o3 our images stresms
name: "wlchial lecalrestestey'

nan
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@ argo

ift

Applications

Internally we have 2 main clusters:

dev for regular day to day testing of new
features. Around 120-140 full environments
configured; spread out over around 25
nodes (usually 8 CPU, 32GB RAM) in multiple
datacenter.

Only ~40 able to run concurrently.
On the one hand: CSI driver limits (60/node)

On the other hand: resource constraints for
development are hard to estimate / set.

CPU is never a problem.

RAM is hard. Basic functional tests are OK.
But as soon as some load goes into it,
eviction errors cascade.
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Internally we have 2 main clusters:

ga for special load tests where you need to
have a ,controlled” environment that is
compareable

(is my application now slower because of a
bug or because there's additional load on
the cluster).

Each namespace goes to dedicated nodes.
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C @ O @ K

os-qa-02

_bootstrap

_install_argocd
argocd-cluster-config
cluster-authentication
cluster-cert-manager
cluster-config

@ templates

& Chartyami

%l valuesyaml
compliance-operator
etcd_backup

helper
kubernetes-secret-generator
msteams-alerts
werx-infrastructure

.gitignore
ADP-ClusterConfig.Transformatic
ADP-ClusterConfig.Transformati

Build.Core.Transformation.comm

& Release/Prod B / cluster-config

values.yaml

Contents History Compare Blame

/

values.yaml|




The site we've seen before...



=  _ RedHat
e OpenShift ] L [+] - (7]

Project: ica z - on: All applications »
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< Developer .
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YODOll)gy
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Search Ootalls
Builds Name Active gl
NS 'u-amz
Helm Reguester

ri Leonard Eames@tgw-group com
Recent events
Project miaet

ConfigMaps

Secrets
Utiization Thour =
Description

CPU

Inventory

Fllesystem

I { s TN
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Before we started, setting up a new inhouse environment took a week
of skilled effort.

Now it takes 10minutes:
1 minute of work, 9 minutes of waiting

(which is awesome the first few times you see deployment after
deployment popping up in the Topology view)

Environments can be started/stopped on demand - as it can be
automated entirely.
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//access reghatcom/solutions/4 7695921

Is it possible to change clusterNetwork, serviceNetwork and ,‘
es machineNetwork in OpenShift 4?

(@ SOLUTION VERIFIED - Updated March 31 2025 at 6:17 PM - Englsh +

rk Environment

¢ Rad Hat OpenShift Contangr Platform (RHOCP) !

o DVN-Xubemetes ]

When we install in a new customer Issue
Wa rehouse, |t |S Common that network |S Set e g i1 possible to modity the clustorfetwork |, serviceNetwork and machinoNetwork post-installation in OpenShift 47

o Canthe clusterfotwork , serviceNetwark and machinoNetwork be ch nged in OCP &7
up just prior. /
Resolution

As per Contigunng 1 lster network range document

C u Sto m e r reg u Ia rly Wa nts to u pd ate ¢ Starting from RHOCP 4.13, it Is passible to expand the clusterfetwork In order to Increase the IP space so that
. . mote nodes can be added 1o the cluster
n etWO rk CO nfl g U ratl O n (n eW IP a d d resses fo r o However, clusterNotwork IP, hostifrefix, servicoNotwork , and machineNetwork cannot be changed post-installation |
. . Thereis an DCPSTRAT-1242 open 1o allow expanding serviceNetwork post installation
master/ingress/api, change from DHCP to " ”

static or vice versa).

« In order to increase the IP space to add more nodes, post installation, note the following

The clusterdetwork CIDR mask can be modified, but only by using a smaller rumerical value (fewer bits) to increase

the available IP ange

Moditying the clusterNatuork IP, bostPrefix, serviceNotwork , and machineNetwock s not allowed and rejected by the {
cluster network aperator {

Th is i n itse If iS n O u n rea SO n a b I e req u est. A‘Hvi u_\ .‘\(-:t-uf.\hlv' change i made, it may take same time for the new operatons to be rolled out depending on the numbey
However it's one that we usually push off as Poct usin
risks are too high.

Pods using an overridden default gateway will need to be recreated following the modification

Root Cause
e Prior to RHOCP 413, the clusterfetwork , hostPrefix ., serviceNetwork , and sachineNetwork can not be modified after cluster instaflation

o Starting from RHOCP 4 13, it is possiblo to expand clusterNetwork in order to increase the IP space for more nodes. But clusterSetwark

1P, hostPeefix, servicoNetwork , and machineNetwork cannot be modified after installation

Product(s) Med Mat OpeaShift Container Platform Component ovn Category Customize or axtend
Tags metwork networking ocp A  spesshift shift netwocking  shift_owm  shift_sdn

This solution s part of Red Hat's fast-track publication program, praviding a huge library of solutions that Red Hat engineers have created while
supporting our customers. To give you the knowledge you need the instant it becomes avallable, these articles may be presented in a raw and

unedited form
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//access reghatcom/solutions/4 7695921

Is it possible to change clusterNetwork, serviceNetwork and f
es machineNetwork in OpenShift 4?

(© SOLUTION VERIFIED - Updated March 31 2025 at 6:17 PM - E

rk Environment

¢ Rad Hat OpenShift Contangr Platform (RHOCP) {

o DVN-Xubemetes ]

Bites us internally as well... Issue (

o g1 possible to modify the clustorNetwork | serviceNetwork and machineNetwork post-installanion in OpenShift 47

o Canthe clusterfotwork , serviceNetwark and machineNotwork be changed in OCP 47
The current dev cluster is a year old and Resolution |
should move to different servers. Ae per Conllouring the choster network sa |

} I je document

Actu a | m ig ratio n to Se rve rS is n O p ro b I e m - '"«.'.-v?mt] from RHOCP 413, it Is passible 1o expand the clusterfetwork In order to Increase the IP space so that

(happens On VM Laye r) - but this Se rver haS ¢ Ho o, clusterNetwork IP, hostfrefix . servicoNotwork , and machineNetwork cannot be changed post-installation ]
. . Thereis an DCPSTRAT-1242 open 1o allow expanding serviceNetwork post installation |
policy to use different VLANS. " r

« In order to increase the IP space to add more nodes, post installation, note the following

nodes can be added 1o the cluster |

The clusterdetwork CIDR mask can be modified, but only by using a smaller numerical value (fewer bits) to increase
2 J \ J
the available IP ange ]

No one dares to m|g rate there, SO we need Modifying the clusterhatuork TP, hostPrefix, servicoNetwork, and machineNetwoek is not allowed and rejected by thef

cluster network aperator

to i n Sta I I a n eW d eV Syste m ’ m ig rate After an acceptable change i made, it may take same time for the new operators to be rolled out depending on the numbey
the cluster

a p p I i catio n S, ki I I th e 0 I d O n e . Pods using an overridden default gateway will need to be recreated following the modification '

Root Cause
N Ot rocket Scie n Ce, n O I ive m i g rati O n o Prior 1o RHOCP 413, the clusterfetwork . hostPrefix . serviceNetwork . and sachineNetwork can not he modified after cluster installation
n eed ed . But _ effo rt fo r 1 OO peo p I e. o Starting from RHOCP 4 13, it is possiblo to expand clusterNetwork in order to increase the IP space for more nodes. But clusterSetwark

1P, hostPeefix, servicoNetwork , and machineNetwork cannot be modified after installation

Product(s) Med Mat Openthift Container Platform Component ovn Category Customize or axtend
Tags metwork networking ocp A  spesshift shift netwocking  shift_owm  shift_sdn
This solution s part of Red Hat's fast-track publication program, praviding a huge library of solutions that Red Hat engineers have created while

supporting our customers. To give you the knowledge you need the instant it becomes avallable, these articles may be presented in a raw and
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This is the biggest pain point for us at the
moment - as it's the one we have least
experience with:

Historically, we either ran black box were we
had control of everything.

Or we ran grey box were customer was in
control of everything - and we got storage
through the hypervisor layer.

Customer could provision disks for us in the
hypervisor, but we were not required to
know/deal/manage storage details.
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In grey box we're now running on top of the " e

hypervisor - but need to interact to with .

storage/nodes below. e
ot |

But...

Reluctant to give us storage mgmt access a— e S

for CSI driver, not seeing the need for it i 7

altogether (just add storage to the VMs,...), _
much more complicated from security point  Customer ! — 7 \ -
of view |

f

¢
B
.
¢
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We were not addressing storage like
rook/ceph (yet).

It definitely brings up lots of questions and
uncertainties regarding support.

Shy away of complexity / subscription costs.

Part of it can be solved during pre-sales /
contractual phase.
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r Nodes

Many / most customers only provide two
fault domains - which is not easy to fit 3
control nodes onto.

4.19 / 4.20 bring arbiter nodes that we plan
to use: f.e. 2 nodes in DC, 1 arbiter node
maybe outside of DC in OT Rack.

TGW LOGISTICS

Two Node OpenShift with Arbiter (TNA)

Approach:

Two node solution for cost sensitive customers
Small arbiter node, running only 3d etcd instance
Technically a three node cluster

OCP Virtualization fully supported
Hyperconverged Storage / SDS via Partners
X86 and Arm, bare metal only

Timeline Targets:

V419 Technology Preview
V4.20 General Availability

-

& RedHat



Regardless of black / grey box we
always ship OT Racks for device
communication.

Although slower connectivity
compared to DC (gigabit only) this
may be an option for arbiter node.
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