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Why does anyone need something like RHOAI at all?

▸ Software Developers don’t like infrastructure

･ Developers don’t want to bother around with infrastructure, 

they want to code the infrastructure!

･ OpenShift is a great DevOps Platform, as we all know!

▸ AI/ML people like infrastructure even less!

･ Data Scientists, Data Engineers, Data Analysts, Research Scientists, etc. want to do their 

magic AI/ML thingy… 

･ Develop, Train, Tune the models somewhere and then… have someone bring it to life!

･ “Life” means, some software that leverages the models (comes from the developers)

▸ MLOps is the solution → OpenShift AI the platform!

･ It connects SW-development with the special needs from machine learning

Quick recap
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Red Hat AI portfolio

Granite family of models

Physical Virtual Private cloud Public cloud Edge

Taxonomy | Alignment tuning | Command-line interface (CLI) | Model training infrastructure

▸ Serving runtimes : vLLM, other 
runtimes (Custom, OVMS)

▸ Serving engines: Kserve

▸ Multi-model support & 
autoscaling

▸ Secure & governed access

▸ Automated data science pipeline 
based on Kubeflow Pipelines

▸ Visual editor

▸ Model Registry

▸ Reusable components & pipeline 
templates

▸ Workbenches with Jupyter 
Notebooks as a service

▸ Distributed training and tuning, 
RAG

▸ ISV images | Custom images

▸ GPU support

▸ Performance metrics

▸ Operations metrics

▸ Quality metrics

▸ Drift & bias detection

▸ AI guardrails

Model serving Data and model pipelinesModel development and 
tuning Model monitoring

vLLM | LLM Compressor | Model catalog on HF

Red Hat AI

Pytorch | Runtime libraries | GPU support | vLLM | Deepspeed


