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A modern 
application 
platform
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Unified platform for
Dev, Sec and Ops

Transparent to 
developers

Extensible - works with 
what you have

Observability, 
management and 

monitoring

Runs on any
infrastructure or cloud

Security configuration 
management and 

enforcement

Consistent data 
management

Vulnerability scanning
and secure image 

management
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What’s in a modern application platform?



DIY means you need a lot of expertise, parts and time
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What's Next in OpenShift



It’s assembled, it has premium support and a warranty!
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CONFIDENTIAL Red Hat Internal

“Red Hat sets the pace with enterprise IT capabilities and massive 

market presence. With OpenShift’s systematic innovation and 

development on multiple fronts, Red Hat has helped transform the MCP 

market segment.”

“The demand for OpenShift prompted AWS and Microsoft Azure to sell 

OpenShift as a managed service, despite having their own 

Kubernetes-based container services. Red Hat’s differentiated strategic 

vision is to up the ante on enterprise-grade open source computing.”

The Forrester Wave™: Multicloud Container Platforms, Q4 2023

The Forrester Wave™: Multicloud Container Platforms, 
Q4 2023: The Eight Providers That Matter Most and 
How They Stack Up
Oct 2023

The Forrester Wave™ is copyrighted by Forrester Research, Inc. Forrester and Forrester Wave™ are trademarks of Forrester Research, Inc. The Forrester Wave™ is a graphical representation of Forrester’s call on a market and 
is plotted using a detailed spreadsheet with exposed scores, weightings, and comments. Forrester does not endorse any vendor, product, or service depicted in the Forrester Wave™. Information is based on best available 
resources. Opinions reflect judgment at the time and are subject to change.
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Container platform 
market share leader

R E D   H A T   O P E N S H I F T

7.7%
VMware

15%
Mirantis

47.8%
3.9%

Rancher 
Labs

1.2%
Canonical

24.4%
Other

Source: Who’s Winning in the Container Software Market, IT Pro Today, Jun 29, 2021. 

47.8%
Red Hat OpenShift
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https://www.itprotoday.com/containers/whos-winning-container-software-market


OpenShift and 
Kubernetes core 
concepts
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CONFIDENTIAL Red Hat InternalOpenShift Concepts
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a container is the smallest compute unit

CONTAINER



CONFIDENTIAL Red Hat InternalOpenShift Concepts
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containers are created from 
container images

BINARY RUNTIME

CONTAINERIMAGE



CONFIDENTIAL Red Hat InternalOpenShift Concepts
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IMAGE REGISTRY

container images are stored in 
an image registry

CONTAINER

IMAGE IMAGE IMAGE

IMAGE IMAGE IMAGE



CONFIDENTIAL Red Hat InternalOpenShift Concepts
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containers are wrapped in pods which are 
units of deployment and management

POD

CONTAINER

10.140.4.44

POD

CONTAINER

10.15.6.55

CONTAINER
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ReplicaSets ensure a specified number of 
pods are running at any given time

image name
replicas
labels
cpu
memory
storage

ReplicaSet
ReplicationController

POD

CONTAINER

POD

CONTAINER ...
POD

CONTAINER

1 2 N



CONFIDENTIAL Red Hat InternalOpenShift Concepts
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Deployments define how to roll out new versions 
of Pods

image name
replicas
labels
version
strategy

Deployment

POD

CONTAINER

POD

CONTAINER

v1 v2



CONFIDENTIAL Red Hat Internal

Dev

OpenShift Concepts
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configmaps allow you to decouple 
configuration artifacts from image content

appconfig.conf

MYCONFIG=true

ConfigMap

POD

CONTAINER

Prod

appconfig.conf

MYCONFIG=false

ConfigMap

POD

CONTAINER



CONFIDENTIAL Red Hat InternalOpenShift Concepts
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secrets provide a mechanism to hold 
sensitive information such as passwords

Dev

hash.pw

ZGV2Cg==

ConfigMap

POD

CONTAINER

Prod

hash.pw

cHJvZAo=

ConfigMap

POD

CONTAINER

The etcd datastore can be encrypted for additional security
https://docs.openshift.com/container-platform/4.6/security/encrypting-etcd.html

https://docs.openshift.com/container-platform/4.6/security/encrypting-etcd.html


CONFIDENTIAL Red Hat Internal
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OPENSHIFT & KUBERNETES CONCEPTS

apps can talk to each other via services

POD

SERVICE
“backend

”

CONTAINER

10.110.1.11

role:
backend

POD

CONTAINER

10.120.2.22

role:
backend

POD

CONTAINER

10.130.3.33

role:
backend

POD

CONTAINER

10.140.4.44

role:
frontend

role:
backend



CONFIDENTIAL Red Hat InternalOpenShift Concepts
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routes make services accessible to clients outside 
the environment via real-world urls

> curl http://app-prod.mycompany.com

POD

SERVICE
“frontend”

CONTAINERrole:
frontend

POD

CONTAINERrole:
frontend

POD

CONTAINERrole:
frontend

role:
frontend

ROUTE

app-prod.mycompany.com



Wie ist die Openshift 
Container  Plattform 
aufgebaut?
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OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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Control-Plane

STORAGE

etcd

NETWORKCOMPUTE

State of everything



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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Control-Plane

STORAGE

Kubernetes
services

etcd

NETWORKCOMPUTE

Core kubernetes components

Kubernetes
API server

Scheduler

Cluster 
Management



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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Control-Plane

OpenShift
services

STORAGE

Kubernetes
services

etcd

NETWORKCOMPUTE

Core OpenShift components

OpenShift
API server

Operator Lifecycle 
Management

Web Console



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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Control-Plane

OpenShift Services

STORAGE

Kubernetes
services

Infrastructure
services

etcd

NETWORKCOMPUTE

Internal and support infrastructure services

Monitoring | Logging | Tuned | SDN | DNS | Kubelet



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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WORKERControl-Plane

OpenShift Services

STORAGE

Kubernetes
services

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Infrastructure
services

etcd

NETWORKCOMPUTE

WORKER

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Run on all hosts



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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WORKERControl-Plane

OpenShift Services

STORAGE

Kubernetes
services

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Infrastructure
services

etcd

NETWORKCOMPUTE

Registry

WORKER

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Registry

Integrated image registry



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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WORKERControl-Plane

OpenShift Services

STORAGE

Kubernetes
services

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Infrastructure
services

etcd

NETWORKCOMPUTE

Registry

Prometheus | Alertmanager

WORKER

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Registry

Prometheus | Alertmanager

Cluster monitoring



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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WORKERControl-Plane

OpenShift Services

STORAGE

Kubernetes
services

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Infrastructure
services

etcd

NETWORKCOMPUTE

Registry

Prometheus | Alertmanager

Fluentd  | Kibana | Elastics.
Fluentd  | Loki

WORKER

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Registry

Prometheus | Alertmanager

Fluentd  | Kibana | Elastics.
Fluentd  | Loki

Log aggregation



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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WORKERControl-Plane

OpenShift Services

STORAGE

Kubernetes
services

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Infrastructure
services

etcd

NETWORKCOMPUTE

Registry

Prometheus | Alertmanager

Fluentd  | Kibana | Elastics.
Fluentd  | Loki

Ingress Controller

WORKER

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Registry

Prometheus | Alertmanager

Fluentd  | Kibana | Elastics.
Fluentd  | Loki

Ingress Controller

Integrated routing



OPENSHIFT CONTAINER PLATFORM | Architectural Overview
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EXISTING 
AUTOMATION 

TOOLSETS

SCM
(GIT)

CI/CD

WORKERControl-Plane

OpenShift Services

STORAGE

Kubernetes
services

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Infrastructure
services

etcd

NETWORKCOMPUTE

Registry

Prometheus | Alertmanager

Fluentd  | Kibana | Elastics.
Fluentd  | Loki

Ingress Controller
Developers

Admins

WORKER

Monitoring | Logging | Tuned 

SDN | DNS | Kubelet

Registry

Prometheus | Alertmanager

Fluentd  | Kibana | Elastics.
Fluentd  | Loki

Ingress Controller

dev and ops via web, cli, API, and IDE



Red Hat open hybrid cloud platform

• Service mesh | Serverless
• Builds | CI/CD pipelines
• GitOps | Distributed Tracing
• Log management  
• Cost management

• Languages and runtimes
• API management
• Integration
• Messaging

• Databases | Cache
• Data ingest and preparation
• Data analytics
• AI/ML

• Developer CLI | IDE
• Plugins and extensions
• OpenShift Dev Spaces
• OpenShift Local

Developer services

Developer productivity

Kubernetes cluster services
Install | Over-the-air updates | Networking | Ingress | Storage | Monitoring | Log forwarding | Registry | Authorization | Containers  | VMs  | Operators  | Helm

Linux (container host operating system)

Kubernetes (orchestration)

Physical Virtual Private cloud Public cloud Edge

Cluster security Global registryMulticluster management

Data services*

Data-driven insights

Application services*

Build cloud-native apps

Platform services

Manage workloads

*    Red Hat OpenShift® includes supported runtimes for popular languages/frameworks/databases. Additional capabilities listed are from the Red Hat Application Services and Red Hat Data Services  portfolios.
** Disaster recovery, volume and multicloud encryption, key management service, and support for multiple clusters and off-cluster workloads requires OpenShift Data Foundation Advanced

Observability | Discovery | Policy | Compliance |
Configuration  | Workloads

Image management | Security scanning  | 
Geo-replication Mirroring | Image builds

Declarative security | Container vulnerability 
management | Network segmentation | 
Threat detection and response

 RWO, RWX, Object | Efficiency | 
 Performance | Security | Backup  | 
 DR Multicloud gateway

Cluster data management
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Containers are not virtual machines
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Infrastructure

Operating System

App 1 App 3App 2

Hypervisor

Guest
OS

Guest
OS

Guest
OS

Infrastructure

Virtualization Containerization

App 1 App 3App 2

● Containers are process isolation
● Kernel namespaces provide isolation and 

cgroups provide resource controls
● No hypervisor needed for containers
● Contain only binaries, libraries, and tools 

which are needed by the application
● Ephemeral



Virtual machines can be put into containers
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● A KVM virtual machine is a process
● Containers encapsulate processes
● Both have the same underlying 

resource needs:
○ Compute
○ Network
○ (sometimes) Storage



OpenShift Virtualization
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● Virtual machines
○ Running in containers, managed as Pods
○ Using the KVM hypervisor

● Scheduled, deployed, and managed by Kubernetes
● Integrated with container orchestrator resources and 

services
○ Traditional Pod-like SDN connectivity and/or 

connectivity to external VLAN and other networks 
via multus

○ Persistent storage paradigm
(PVC, PV, StorageClass)



OpenShift Virtualization uses KVM
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● OpenShift Virtualization uses KVM, the Linux kernel 
hypervisor

● KVM is a core component of the Red Hat Enterprise 
Linux kernel
○ KVM has 10+ years of production use: Red Hat 

Virtualization, Red Hat OpenStack Platform, and 
RHEL all leverage KVM, QEMU, and libvirt

● QEMU uses KVM to execute virtual machines
● libvirt provides a management abstraction layer
● Currently supported on x86 bare metal
● For other platforms contact Product Management for 

roadmap HARDWARE

RHCOS
KVM

CPU/RAM STORAGE NETWORK

DRIVER DRIVER DRIVER

OTHER APPS
QEMU
libvirt



CONFIDENTIAL Red Hat Internal

Application Networking 
Services

Kube  Developer 
Desktop Experience : 
Podman Desktop

Products that allow 
developers to quickly and 
securely deliver applications 
to production 

Enabling platform engineers to more 
easily enforce operational controls 
and compliance across hybrid 
multi-cloud environments

Migration Services

Trusted Software 
Supply Chain

IDP: Internal 
Developer Portal

Migration Services

Service 
Interconnect

IDE Tools

IDE Plugins

Dev Spaces37



CONFIDENTIAL Red Hat InternalChallenges: Onboarding, Lack of Standardization, Fragmentation and Infinite Bookmarks
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Prevents business to react faster to market changes

Jira

ArgoCD
Documentation on 
Google Docs

Documentation on 
Confluence

Grafana
Topology 

View

Sonarqube

Git 
Repository

Development Team #1

Developer Hub: Solving Developer Challenges

How do I get a 
repo ? 

Is there a list of 
existing services ?

Development Team

Development Team

Onboarding Chaos

Knowledge Fragmentation

Lack of Standardization

Infinite Bookmarks

X
Development Team #2

Who can give me 
access to ?

Where is the 
documentation ?

Tekton



Operating system
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Red Hat OpenShift AI

AI/ML platform

Platform
services

Hardware 
accelerators

Bare metal Virtualization EdgeCloud (Secured)Cloud

Operating system

Operating system

Data & model pipelines

Model serving Model monitoringModel development

Distributed workflows Responsible AI

GPU support

Deploy anywhere

Gather and prepare 
data Develop or tune model Model monitoring 

and management
Integrate models

in app dev

Retrain

Red Hat’s AI/ML platform for predictive and Gen AI applications



linkedin.com/company/red-hat

youtube.com/user/RedHatVideos

facebook.com/redhatinc

twitter.com/RedHat
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Red Hat is the world’s leading provider of enterprise 

open source software solutions. Award-winning 

support, training, and consulting services make 

Red Hat a trusted adviser to the Fortune 500. 

Thank you


